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Abstract - In the  present scenario much more 

population are dependent on different social platform. 

And due to the presence of population a huge amount 

of sentiment loaded data are also presented here and 

by using these data we have to predict their likes 

dislikes but this is a tricky task for the simple human. 

Here likes and dislikes depends on their sentiment 

your words that describe it in their review and by 

using these review evaluation of a good or bad  

product depends.  Sentiment Analysis is done to show 

a product that how many people like a product and 

how valuable it is. Here when data is gathered then 

before performing sentiment analysis the data will be 

pre-processed by which the confidence and quality of 

data is checked i.e. Her

e data may be positive or negative or neutral. And 

these pre-processing techniques are done by using 

Machine Learning Algorithms. The main motive of 

this research paper is to explain some methods and 

tools which is useful in the sentiment analysis. 
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I. INTRODUCTION 

                          Sentiment analysis is the process of 

using natural language processing (NLP), Text 

Analysis, and Statistics for analyzing the person’s 
sentiment [1]. The best way to understand the 

sentiment of a person is to get the necessary 

requirements and preconditioning of a particular 

person. Customer sentiment can be found in tweets, 

comments, reviews, or other places where people 

mention your brand. Sentiment Analysis is the 

technique to understand the emotion of the customer 

and it’s a must-understand for developers and 

business leaders in a modern workplace.  Because of 

Huge hike in the use of social sites brought people in 

the era of E-Commerce where people can sell and buy 

different products[5]. And due to this huge amount of 

unstructured sentimental data is available on the sites. 

And these unstructured data may be in the form of 

emails blogs which have quantity around 80% of 

world's data[7]. With the help of sentiment analysis 

techniques we try to collect information like opinion 

in text, emotional words by using Natural Language 

Processing. when any authentic user provides their 

opinion it also provides a new way by which selection 

can be done. When a purchaser got posting 

information then it becomes possible that the product 

should be purchased or not[3]. and also the opinions 

of old user of any product is helpful in the 

identification of user interest prediction and product 

research are also in different election polls. So there 

may be some positive opinion while some negative 

opinion and it is difficult to classify views and 

sentiment of people[2]. Hence due to high availability 

of an unstructured format of reviews and by using 

these reviews we have to analyse the reviewers 

sentiments needs special machine learning techniques. 

and also we can use techniques like clustering and 

nearest neighbour methods. here in this paper we are 

using data from Kaggle.com and stored in a csv 

file[8]. 

In Section II & III explanation of the related work 

and, the explanation of methodology and its 

classification is discussed. The conclusion is shown in 

Section IV. 

 

II. RELATED WORK: 
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Sentiment Analysis is used to distinguish the 

viewpoint of reviewer which is used in the 

consideration and also helps in the prediction 

of positive and negative word[6]. Here for 

analysis of these types of words we perform 

different methods which is shown in Fig. 1.1.                

 

A. Machine Learning Approach 

             Machine learning approach is also divided as 

shown in fig 1.1. 

a. Supervised Learning is machine learning 

approaches by which we can done analysis 

over a large data set[9]. 

b. Unsupervised Learning is also known as a 

sentiment lexicon in this method the network 

learn without specifying desired output[9]. 

 

B. Lexicon Based Approach 

           We can further divide this approach in 

dictionary based approach and Corpus based  

            approaches. 

C. Dictionary Based Approach  

      In this approach we called collect a few set of 

opinion as base then we use a we will  

      dictionary to match these opinions word by 

adding its synonyms and antonyms. 

D. Corpus Based Approach  

      There was some limitations in dictionary 

based approach and those limitations can be   

      removed by Corpus based approach this 

approach recognise some unique words. 

 

 

E. Support Vector Machine (SVM) 

    Support Vector Machine or SVM is one of the 

most popular Supervised Learning 

     algorithms, which is used for Classification as 

well as Regression problems. 

 

F. Bayesian Network 

    A Bayesian network is a probabilistic graphical 

model which represents a set of variables and     

 their conditional dependencies using a directed 

acyclic graph. 

  

G. Naïve Bayes 

    Naïve Bayes algorithm is a supervised 

learning algorithm, which is based on Bayes             

theorem and used for solving classification 

problems.It is mainly used in text 

classification that includes a high-dimensional 

training dataset.Naïve Bayes Classifier is one of 

the simple and most effective Classification 

algorithms which helps in building the fast 
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machine learning models that can make quick 

predictions. 

    The formula for Bayes' theorem is given as: 

                                                  

 

Where 

P(A|B) is Posterior probability: Probability of 
hypothesis A on the observed event B. 

P(B|A) is Likelihood probability: Probability of the 
evidence given that the probability of a hypothesis is 
true. 

P(A) is Prior Probability: Probability of hypothesis 
before observing the evidence. 

P(B) is Marginal Probability: Probability of Evidence. 

III. Methodology 

a.       Data Collection 

     The data set is used from kaggle.com to train 

the algorithm. it contains 71045 reviews which       

is done for 1000 products[7].  

b. Data Pre-processing 

     The main motive of this step is to convert 

unstructured data in a specific format as per 

requirement of the system. all the text containing 

null value will be neglected[6]. 

c. Feature Selection 

     In this section such a text will be selected by 

which analysis of product will be done in a 

flexible manner[10]. 

 

d. Analysis Process 

     Here analysis of sentiment is done with the help of 

a long attributes- 

 True Positive 

It describes exact positive review. 

 False Positive 

Incorrect and fake Positive reviews. 

 True Negative 

Correct and Negative reviews. 

 False Negative 

Incorrect and Fake Negative Reviews. 

  

e. Sentiment Classification 

The last process is sentiment classification and done 

with the help of random forest algorithm for the 

testing of system the source of data is kaggle.com. 

With the help of Kaggle firstly random data is  

cleaned and stored as csv. and then csv file will be 

used on Jupyter basically reviews is presented by five 

different classes. Where 0,1 used for negative reviews 

and 2,3 denotes neutral reviews and at last 4,5 used 

for positive reviews. the data set consists of Id, brand, 

categories, name, data updated and price[4]. 

 

Sentiment Analysis is the automated process of 

understanding the sentiment are opinion of a given 

text. 

you 

can use 

it to 

automa

tically 

analys

e 

product reviews and sort them by positive neutral 

negative. when we got a negative rating then it 

describes the defect of a product and it is also seen 

that when we got positive then it will be used in 

reflecting the goodness of that product. 

 

IV. Conclusion 

According to this paper we have performed text 

mining over reviews by using machine learning 

algorithm and here   Natural Language Processing is 

used to assess different sentimental text. because a 

reviewer reviews a product in a text format over any 

social media sites. and when review is seen by 

different provider and user then provider can improve 

their brand and new user feel helped after seeing these 

reviews[5].And for analysing things we have used 

Naïve Bayes algorithm which helps in the extraction 

of different positive and negative text. When we got 

these types of text we can rate them according to the 

text. 

   

 

Feature Description 

Id Product id 

Brand Brand of the product 

Categories Category based on 

the review 

Name Product name 
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